
 

ABSTRACT 

The thesis titled Analysis of Security and Privacy Risks in Large Language Models, presented by 

student Ana Șarapova as a Master’s project, was developed at the Technical University of Moldova. It is 

written in English and contains 67 pages, 15 tables, 10 figures, and 48 references. The thesis consists of a 

an introduction, three chapters, a conclusion, a list of references, and a list of appendices. 

The research begins with an introduction into the domain of artificial intelligence (AI) systems 

followed by domain analysis of large language models (LLMs). The first chapter examines both the 

positive and negative impacts of this technology. Through the examination of over 74 scientific articles, 

and books, the literature review emphasized the lack of structure related to problems that appear during 

the utilization of LLMs. This section also explores existing data protection techniques, identifies key 

challenges, and proposes solutions to ensure the safe development and use of LLM systems. 

The second chapter presents the initial deliverables of the research. It introduces the theoretical 

research framework, followed by detailed explanation of the 3-dimensional taxonomy, extended glossary, 

and decision tree. The chapter concludes with a discussion of the taxonomy's validation, conducted by 

three domain experts. Their analysis, based on specific criteria, offers constructive feedback and 

recommendations for future work. 

The final chapter focuses on the design and implementation of an expert system which has the 

purpose of demonstrating the practical application of the taxonomy. This system’s design is outlined 

through the definition of functional and non-functional requirements, along with the development of its 

architecture and components. Additionally, the chapter describes the implementation of the expert system, 

achieving the second objective, and discusses project results and observations. 

 

 



 

REZUMAT 

Teza cu titlul Analiza riscurilor de securitate și confidențialitate în modelele lingvistice mari, 

prezentată de studenta Ana Șarapova ca proiect de masterat, a fost elaborată în cadrul Universității 

Tehnice a Moldovei. Este redactată în limba engleză și conține 67 de pagini, 15 tabele, 10 figuri și 48 de 

referințe. Teza este structurată în: o introducere, trei capitole, o concluzie, lista referințelor și o listă de 

anexe. 

Cercetarea începe cu o introducere în domeniul sistemelor de inteligență artificială (AI), urmată de 

o analiză a domeniului modelelor lingvistice mari (LLM). Primul capitol examinează atât impacturile 

pozitive, cât și cele negative ale acestei tehnologii. Prin examinarea a peste 74 de articole științifice și 

cărți, analiza literaturii de specialitate a evidențiat lipsa unei structuri organizate privind problemele care 

apar în timpul utilizării LLM-urilor. Această secțiune explorează, de asemenea, tehnicile existente de 

protecție a datelor, identifică principalele provocări și propune soluții pentru a asigura dezvoltarea și 

utilizarea în siguranță a sistemelor LLM. 

Capitolul al doilea prezintă primele livrabile ale cercetării. Acesta introduce cadrul teoretic al 

cercetării, urmat de o explicație detaliată a taxonomiei tridimensionale, a glosarului extins și a arborelui 

decizional. Capitolul se încheie cu o discuție privind validarea taxonomiei, realizată de trei experți din 

domeniu. Analiza lor, bazată pe criterii specifice, oferă feedback constructiv și recomandări pentru lucrări 

viitoare. 

Capitolul final se concentrează pe proiectarea și implementarea unui sistem expert care are scopul 

de a demonstra aplicarea practică a taxonomiei. Proiectarea acestui sistem este detaliată prin definirea 

cerințelor funcționale și nefuncționale, împreună cu dezvoltarea arhitecturii și a componentelor sale. În 

plus, capitolul descrie procesul de implementare a sistemului expert, realizând al doilea obiectiv al 

cercetării, și analizează rezultatele proiectului și observațiile obținute. 
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 INTRODUCTION 

Artificial intelligence (AI) technology brings a new dimension to human-computer interaction. It 

is a transformative field designed to replicate human-like thought processes capabilities in machines. 

Today, AI's integration into various sectors, including healthcare, finance, and education, highlights its 

potential to solve complex problems efficiently and cost-effectively, reshaping industries and questioning 

the notion of intelligence as being an exclusively human trait [1]. However, its rapid evolution presents to 

the society a range of opportunities and challenges, that are more relevant than ever. 

The positive impact can be seen in healthcare field, where AI-powered systems assist in early 

disease detection, personalized treatment plans, and robotic surgeries. In business, it is used during 

decision-making and strategic planning performing predictive analysis, optimization of supply chain 

processes, enhancing security measures through anomalies detection. It also helps people with disabilities 

through assistive technologies like voice recognition, gesture control, emotional support encouraging their 

inclusion in day-to-day life [1].  

While AI brings numerous benefits to society, the other side of the coin reveals significant risks 

and challenges. For example, autonomous vehicles may prioritize optimization goals like travel time over 

safety, decision that can lead to lethal consequences [2]. As happened in March 2018, in Arizona, where a  

self-driving Uber fatally collided a woman, marking the first pedestrian death caused by an autonomous 

car [3]. Also, this can be an instrument for generating fake news, biassed recommendations, propaganda 

or discrimination. For example, in 2015, the Amazon’s AI recruiting tool, developed to assess job 

applications, showed bias against women, due to training of the algorithm mostly on male resumes [4]. 

This underscores the bias in predictions and insensitivity of AI systems. 

Beside all the risks arising, AI tools are largely used by a lot of people. The most popular 

products, ranked by total web visits (from Sept 2022 to Aug 2023) are: ChatGPT, Character.AI, QuillBot, 

Midjourney, Hugging Face, Google Bard, and others [5]. Where, ChatGPT resulted in 60% visits and 

Character.AI in 15.8%, dominating the web industry. 

Recent years have introduced a new addition to this well-established domain: a class of foundation 

models trained on enormous amounts of data named large language models (LLMs) [6]. This technology 

“reshapes industries” through processes automation, engaging customers through intelligent chatbots or 

troubleshooting issues. However, through the mass utilization of this type of tool, a lot of risks show up.  

These days, due to the free access, even children can use LLMs, depending on the positive or 

negative intentions. With the apparition of these models, cybersecurity issues went to a new level. Now, 

LLMs can help dealing with these issues, and also help malicious actors in performing cybersecurity 

attacks. 

This research aims to analyze the current situation regarding security and privacy risks in LLMs, 

identifying a suited framework for defining the safe LLM utilization and deployment. 
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